
Journal of Physics: Conference Series

PAPER • OPEN ACCESS

High-fidelity simulations of wake-to-wake
interaction in an atmospheric boundary layer over
a complex terrain
To cite this article: C. Jané-Ippel et al 2023 J. Phys.: Conf. Ser. 2505 012033

 

View the article online for updates and enhancements.

You may also like
Mutated hilltop inflation: a natural choice
for early universe
Barun Kumar Pal, Supratik Pal and B.
Basu

-

Decreased sample entropy during sleep-
to-wake transition in sleep apnea patients
Xueyu Liang, Jinle Xiong, Zhengtao Cao
et al.

-

Quadratic, Higgs and hilltop potentials in
Palatini gravity
Nilay Bostan

-

This content was downloaded from IP address 155.198.45.66 on 12/06/2023 at 09:31

https://doi.org/10.1088/1742-6596/2505/1/012033
/article/10.1088/1475-7516/2010/01/029
/article/10.1088/1475-7516/2010/01/029
/article/10.1088/1361-6579/abf1b2
/article/10.1088/1361-6579/abf1b2
/article/10.1088/1572-9494/ab7ecb
/article/10.1088/1572-9494/ab7ecb
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsvbON0BLmfYcNWOeZYGx9YLiQxFO9cL93G71s6qBCeV_Nz2B0NTWoyvolAMhWFUHoUXFZrv5wKqAwPk5EafWK712dfPFtxeCIcfdCxtPhP_U82A_9KL1MvAR8X1tn2OeHOR_Sts5DKODm1KHlqQPVm5Kloo8Uj5SsMsInpnFjSDAdbdjQSu-L6pwBi_g0zbWI3vxqE73wTsg1AEW7GqOVcbaWpwSI7nV_bnkD4x3VG4-bkoCR7BmV4i4V0bA5ds648Xg4X2hIJQh7fXZZve8s1xVCGniRTlbWvSG56lCoRCyrggm0mD&sai=AMfl-YQPovvk8m04seEO4ECFIuIF2rIvq3fG2OPgnP7ZojlA2eafI2hETSKnc-AZ2hc0IXMU3bhNTc4iAzBloTU&sig=Cg0ArKJSzM_ftJLC8M72&fbs_aeid=[gw_fbsaeid]&adurl=https://www.electrochem.org/upcoming-meetings/


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

Wake Conference 2023
Journal of Physics: Conference Series 2505 (2023) 012033

IOP Publishing
doi:10.1088/1742-6596/2505/1/012033

1

High-fidelity simulations of wake-to-wake interaction

in an atmospheric boundary layer over a complex

terrain
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Abstract. In this work, the wind farm simulator WInc3D is employed to perform large-eddy
simulations (LES) of the flow over a complex terrain. The methodology used is validated
through comparison with previously published wind tunnel experiments and numerical data for
the flow over a cosine-squared hill with and without wind turbines. The study focuses on the
wake-to-wake interaction between two wind turbines, with one on the hilltop and the other 2.5
or 5 turbine diameters downstream of the hilltop. The results indicate that the power output of
the downstream turbine can be increased by a factor of three when a wind turbine is placed on
the hilltop. This is explained by the accelerated flow that results from the favourable pressure
gradient produced by the first half of the hill and the blockage of the hilltop turbine. It is also
found that this effect is not sufficient to enhance the power of the downstream turbine if it is
placed too far away from the upstream turbine.

1. Introduction
Wind energy is a major contributor to renewable energies and is essential for a sustainable
future. The trend to reduce the cost and increase the efficiency of wind energy has been the use
of larger wind turbines with blades that now reach over a hundred meters. At these length scales,
an accurate representation of the dynamic interactions between the atmospheric boundary layer
(ABL) and wind turbine wakes becomes essential for predicting wind farm power output and
turbine loading [1,2]. Many onshore wind farms are likely to be situated on hilly terrain or close
to urban centres, influencing the atmospheric boundary layer properties and wind turbine wakes.
The complex terrain can induce wind speed-ups, veer, reverse flow and high levels of turbulence
intensity affecting the resulting power output, loads and wake recovery of the turbines. Thus,
accounting for the influence of the topography has proven to be crucial for optimal design and
performance of wind farms [3, 4].

In recent years, numerical studies on wind turbines in complex terrain have gained more
interest due to the possibility of undertaking turbulence-resolving simulations, e.g. large-eddy
simulations (LES), of the flow. Yang et al. [5] performed LES of the set-up presented by Howard
et al. [6] where a wind turbine is placed in the wake induced by a 3D hill and showed good
agreement with the experiments. Shamsoddin and Porté-Agel [7] showed a good agreement of
their LES with the experimental study of Tian et al. [8], which includes flow measurements,
power output and fatigue loads of an array of five wind turbines under the effect of a Gaussian
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hill. Liu and Stevens [9] and Zhang et al. [10] validated their LES using an immersed boundary
method (IBM) against the experimental results of the cosine-squared hill of Cao and Tamura [11].
The former studied the performance of a single wind turbine at different locations around the
hill at different hub heights, the effects of having the hill in the middle of a wind farm and
a wind farm located between two hills. The latter also studied the wind turbine performance
around hills with two different slopes: a steep hill with flow separation and a gentle hill without
separation.

In this work, we aim to validate our numerical methods by comparing our simulations to the
experimental data of Cao and Tamura [11]. Furthermore, the computed power output of the
wind turbines located at different positions around the hill will be compared against Liu and
Stevens [9] and Zhang et al. [10]. Finally, new results are presented to discuss the influence of
the hill and a wind turbine at the hilltop on a downwind turbine at two different streamwise
locations downstream of the upstream turbine.

2. Numerical methods
The wind farm simulator used is WInc3D [12], an open source code that is part of the suite of
flow solvers Xcompact3D [13]. The equations we solve are the unsteady, incompressible, filtered
Navier-Stokes (N-S) equations with an explicit LES formulation,

∂ũi
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where ũi and p̃ are the filtered components of velocity and pressure fields, ρ is the fluid density,
τij the subgrid-scale stresses, ν the kinematic viscosity and Fi the body forcing. It has to be
noted that the viscous term is almost negligible due to the high-Reynolds number flows involved
in the atmospheric boundary layer. The subfilter stresses are computed using the standard
Smagorinsky model [14], that is τij = −2 (CS∆)2 |S̃|S̃ij , where Cs is the so-called Smagorinsky

constant, ∆ is the volumetric cell size and S̃ij and |S̃| are the strain-rate tensor and its magnitude,
respectively. The Smagorinsky constant is usually constant throughout the domain, but on
atmospheric boundary layer simulations, a reduction to the Smagorinsky constant near the
wall is necessary to avoid excessive dissipation at the surface [15–17]. To this end, we use
the wall-damping function of Mason and Thomson [18] to correct the Smagorinsky constant as

follows CS =
(
Cn
0 +

{
κ
( y
∆ + y0

∆

)}−n
)−1/n

, where κ = 0.4 is the von Kármán constant, y0 is the

roughness height of the boundary layer, C0 is the far from wall Smagorinsky constant with value
C0 = 0.14, and n is the parameter that controls the growth from the wall with value n = 3.
The framework uses a Cartesian mesh and compact finite-difference schemes for differentiating,
filtering and interpolating. The spatial discretisation uses 6th-order schemes, and for the time
advancement, an explicit 3rd-order Adams-Bashforth is used. The high-order compact finite
difference schemes employed guarantee a “spectral-like” accuracy [19, 20] and allow the use of
Dirichlet boundary conditions in the streamwise direction. The simplicity of a Cartesian mesh
is exploited to use a 2D domain decomposition based on standardised MPI. The code has been
proven to have excellent strong and weak scaling properties [21].

For the simulations of complex terrain and wind turbines in the atmospheric boundary layer,
we use an inlet/outlet boundary condition. To provide the inflow atmospheric turbulence, we
employ a precursor simulation of a neutrally stable atmospheric boundary layer with periodic
boundary conditions for all lateral planes. A slip wall boundary condition is used on the top
boundary, and a no-slip wall boundary condition is used on the bottom boundary. Due to the
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high-Reynolds number flows in the ABL, and the relatively coarse mesh near the bottom wall,
a wall model is used to capture the turbulent structures produced by the drag of the wall. The
wall model employed is a wall-stress model that computes the stresses at the wall surface τw

assuming an instantaneous log-law profile of a rough wall, such that τw = −
[

κU1
ln (y1/y0)

]2
, where

y1 is the local height from the wall at which the velocity U1 =
√
u2x + u2z is sampled in the fluid

domain.
The body forcing Fi is used to drive the flow, to model the complex terrain with an IBM,

and to model the wind turbines. In the precursor simulations, the flow is driven by a constant
pressure gradient forcing in the streamwise direction equal to u2∗/δ, where u∗ is the friction
velocity and δ is the boundary layer height. To include the terrain surface in the simulations
with a Cartesian mesh, we use the IBM of Gautier et al. [22] and a modified version of the ABL
wall model. Firstly, the method defines the nodes inside the solid domain so that the forcing term
in the N-S equations (1) can be added. Then, the alternating direction forcing is applied in the
solid domain to ensure a no-slip boundary condition on the fluid domain. This forcing consists
of one-dimensional reconstructions of the solution inside the solid body to have better stability
and remove the discontinuities at the wall of the immersed object. This forcing avoids staircase
effects in the representation of the terrain surface so that the solution can be smooth and second-
order accurate; refer to [22] for more details. This IBM has been used in several publications
with both LES and DNS [23, 24], although it has to be noted this is the first time it is used
together with a wall model. The wind turbines are parametrised with the actuator disk model
(ADM) following the methodology presented by Calaf et al. [15], a porous disk with a uniform
drag force on the volume of fluid contained within the swept area. The wind turbine thrust
force acting on the flow is defined by Fwt = −1

2ρAD
CT

(1−a)2
(ud)

2, where ρ is the fluid density,

AD is the rotor swept area, CT the thrust coefficient, a is the rotor’s induction factor and ud
disk-averaged and time-filtered velocity extracted from the fluid solver. The power of each wind
turbine can be computed as Pwt = −Fwtud. This approach is computationally less expensive
than the actuator line or the full rotor geometry simulation and has been widely used in the
literature for utility-scale wind farms immersed in an atmospheric boundary layer [15,25–28]. It
is worth noting that the ADM has limitations, as it assumes a uniform flow through the disk,
which does not represent real-world conditions. It does not account for three-dimensional effects
caused by the rotation of the blades, the radial distribution of forces, or the effects of the nacelle
and tower, all of which can significantly impact the near and far wake properties. However,
for the purposes of this exploratory study, the ADM was deemed sufficient to assess the main
trade-offs. While more advanced methods such as the actuator line or actuator surface models
may provide a more accurate representation of the wind turbine wake, they are computationally
expensive and not feasible with this study’s current spatial and temporal resolution [29].

3. Validation
The complex terrain investigated in this work is a constant section hill studied experimentally
by Cao and Tamura [11] described by

yhill(x) = h cos2
(
πx

2L

)
, −L ≤ x ≤ L, (3)

where h = 0.04 m is the maximum height of the hill and L = 0.1 m is half-width of the hill. The
incoming turbulence is defined by a turbulent boundary layer of height δ = 0.25 m, a friction
velocity u∗ = 0.1926 m/s and a roughness length y0 = 0.004 mm.

The computational domain has a size of Lx×Ly×Lz = (5×1×1)δ. The actuator disk for the
simulations with a wind turbine has a diameter ofD = h, a thrust coefficient of CT = 0.75 and an
axial induction factor of a = 0.25 following the prior LES studies [9,10]. We place a wind turbine
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at different streamwise locations around the hill: x/D = −5.0,−2.5,−1.25, 0.0, 1.25, 2.5, 5.0,
where x = 0 is the centre of the hill. Figure 1 shows a schematic view of the computational
domain with the hill and a wind turbine at the hilltop x/D = 0.0.

Figure 1: Schematic configuration of the computational domain with the complex terrain and
actuator disk at the hilltop.

The complex terrain simulations are performed for a total time of Tct = 75s ≈ 57Ly/u∗, and
the statistics are collected over the last 50s. Results are presented for two different discretisation
levels, hereafter referred to as low- and high-resolution simulations. The low-resolution mesh
(nx×ny ×nz = 193×97×64) has around 1M mesh nodes and is run for a total of 750, 000 time
steps. Using 1024 cores, each low-resolution simulation takes 2h to finish. The high-resolution
simulations double the resolution in each direction (nx × ny × nz = 385 × 193 × 128), which
results in around 9.5M mesh nodes, and are run for 1, 500, 000 time steps. Using 2048 cores, the
wall clock time for each high-resolution simulation is around 12h. The ARCHER2 UK National
Supercomputing Service with dual AMD EPYCTM 7742 64-core processors has been used to
run these simulations.

3.1. Precursor simulation
The precursor simulation is a neutrally stable atmospheric boundary layer with the
characteristics presented previously following the upstream flow conditions in Cao and Tamura
[11]. The computational domain of the precursor simulation is Lx×Ly ×Lz = (3×1×1)δ. The
precursor simulations are run for Tp = 100s ≈ 77Ly/u∗, and the outflow planes and statistics
are collected over the last 50s.

The quality of the precursor simulation is assessed with the statistics of velocity and stresses.
As shown in Figure 2a, the horizontally- and time-averaged streamwise velocity profile is
compared against the upstream boundary layer presented in the experimental study [11] and the

log-law profile ⟨u⟩
u∗

= 1
κ ln

(
y
y0

)
. Both low- and high-resolution simulations are able to represent

the log-law profile of the experiment. Due to the no-slip boundary condition in the wall, it can
be observed that the log-law profile is recovered after the first 3 to 5 nodes off the wall. The
higher-resolution simulation approaches the desired profile at a lower distance from the wall
than the lower-resolution simulation.

When using a constant pressure gradient of u2∗/δ, the total stresses of a horizontal stationary
turbulent boundary layer should follow: 1 − y

Ly
. Figure 2b shows the horizontally- and time-

averaged resolved stresses -⟨u′xu′y⟩ obtained for the ABL simulation with WInc3D for the two levels
of resolution. It can be seen that the normalised resolved stresses follow the total theoretical
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stress extending almost all the way down to the wall. As expected, the high-resolution simulation
resolves better the near wall, but only marginally.
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Figure 2: Horizontally- and time-averaged streamwise velocity (a) and resolved stress profiles
(b) of the simulated ABL compared against analytical profiles of a turbulent boundary layer
and experimental data [11].

3.2. Complex terrain
In the experimental campaigns of Cao and Tamura [11], the measurements of the
streamwise mean velocity and its variance were taken at different locations: x/h =
−2.5,−1.25, 0.0, 1.25, 2.5, 3.75, 5, 6.25, 7.5. Figure 3a shows the time-averaged streamwise
velocity ⟨u⟩ colour map obtained with the high-resolution simulation, as well as the time-averaged
streamwise velocity profiles obtained from the two levels of resolution compared against the
experiments, all normalised by the free stream velocity U∞ sampled at Lz = δ/2. It can be seen
that both low- and high-resolution simulations get an excellent agreement with the experimental
data at all the streamwise locations. From the colour map, it is possible to observe the different
features of the flow around the hill. In front of the hill, the light red area indicates a zone with
reduced velocity due to the blockage of the hill. We can also observe the acceleration of the
flow on the windward side of the hill due to the favourable pressure gradient and that, after the
peak, the flow separates. The white line represents the edge of the recirculation region that has
been obtained with the contour of zero velocity to identify the edge of reverse flow. In both low-
and high-resolution simulations, the flow reattaches around x/h = 5.4, which is within a 2.5%
of error compared to the x/h ≈ 5.54 reported by Cao and Tamura [11].

Figure 3b shows the time-averaged streamwise turbulence intensity σu colour map obtained
with the high-resolution simulation normalised by U∞, as well as the profiles obtained from the
two levels of resolution compared against the experiments, normalised by U∞/5. Contrary to the
streamwise velocity plots, differences between the two levels of resolution can be noted. The high-
resolution simulation broadly agrees with the experiments while the low-resolution simulation
displays larger errors in the near wake of the hill. The predictions of the two simulations are
again in agreement after approximately x/h = 5.0. From the colour map, it can be seen that
the detachment of the flow in the crest induces high turbulence levels downstream of it.
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Figure 3: Code-to-experiment comparison between WInc3D and Cao and Tamura [11] for the
normalised time-averaged streamwise velocity (a) and the normalised time-averaged streamwise
turbulence intensity (b).

3.3. Wind turbine power
In this section, we use the same set-up as in the complex terrain simulations and account for
the presence of the wind turbine with the ADM. To quantify the effect of the hill on the wind
turbine’s performance, the power of each wind turbine is normalised by the power generated by
a wind turbine in flat terrain. If the normalised power is larger than one, the wind turbine takes
advantage of the hill to produce more power.

Figure 4 shows the normalised power of a single wind turbine at different streamwise locations
simulated with WInc3D using the low and high-resolution meshes. In the same plot, data from
Zhang et al. [10] and Liu and Stevens [9] is included to compare against other computational
studies that used the same set-up. The two levels of resolution give very similar results in
terms of power output, except for x/D = 1.25 and 5, where some small discrepancies can be
seen. WInc3D shows the same trends overall compared to the other studies; only small local
differences can be seen. Data from Zhang et al. [10] agrees in all locations except at the top of
the hill x/D = 0, where we see the larger difference. In general, Liu and Stevens [9] predict a
higher power output compared to WInc3D. It has to be noted that this disagreement might arise
from using a different actuator disk implementation. From the power distribution across the
streamwise location, it can be seen that the power is not symmetrical to the hill and that three
different regions can be identified; in front, on top and behind the hill. The blockage produced
by the hill results in a reduction of power for the turbines located in front. Those located on top
of the hill take advantage of the speedup and produce more power. Due to the flow separation
in the leeward of the hill, wind turbines located after the hill produce much less power.
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Figure 4: Normalised power output of a single wind turbine placed at different locations around
the hill obtained with WInc3D and compared against other numerical studies [9, 10].

4. Results and discussion
We focus now on the three cases where x/D = 0.0, 2.5 and 5.0. The normalised time-averaged
streamwise velocity field ⟨u⟩/U∞ for each case is shown in Figure 5 with the velocity profiles
at different streamwise locations with and without the wind turbine using the high-resolution
mesh. The recirculation region of the hill is also shown to see the changes produced by the wind
turbine. The wind turbine at x/D = 2.5 is heavily affected by the reverse flow, which explains
the much lower power output reported in Figure 4. Placing the wind turbine at x/D = 5.0
is not far enough to avoid the hill-wake negative effects. On the other hand, one can notice
that the wind turbine on top of the hill, x/D = 0.0, generates an accelerated flow along the
streamwise direction from the ground to the lower edge of the wind turbine’s wake and reduces
the hill recirculation zone. The improved conditions downstream of the turbine placed at the
hilltop shows potential to improve the performance of wind turbines immersed in the hill wake.

The same methodology has been followed to investigate the wake-to-wake interaction for two
cases where two wind turbines are placed around the hill, one on top of the hill and the other
one at two locations, x/D = 2.5 and 5. One of the most interesting results is that the power
output of the wind turbine placed at x/D = 2.5 is increased by a factor of 3 with respect to
the result in Figure 4, where the upstream turbine was not present. Figure 6a shows how the
downstream turbine takes advantage of the flow acceleration generated by the hill and hilltop
wind turbine and the fact that the recirculation zone is reduced. However, the wind turbine at
x/D = 5.0 does not improve its performance regardless of this acceleration on the near-wall flow;
only an increase of 0.8% of power is accomplished. In this case, the velocity deficit produced
by the upstream wind turbine is counteracting the improved conditions near the wall. This is
shown in Figure 6b, specifically, in the profiles at x/D = 3.75, where a faster velocity can be
seen on the bottom and a slower velocity on top compared to the case with no hilltop turbine.

As seen in Figure 3b, the hill induces high levels of turbulence due to the separation of the
flow. The turbulence intensity, apart from influencing the wake recovery, is also affecting the
turbine loading and power signal. Figure 7 shows the normalised time-averaged streamwise
turbulence intensity for the cases with two wind turbines. To assess the changes produced by
the upstream turbine, the profiles at different streamwise locations are included when the hilltop
turbine is present and when it is not. When the downstream wind turbine is placed at x/D = 2.5,
it seems to be experiencing the same levels of turbulence with and without the presence of the
hilltop wind turbine. However, when placed at x/D = 5.0, a reduction in turbulence intensity
is noticeable upstream of the wind turbine. This reduction is caused by the reduction of the
recirculation zone produced by the hilltop wind turbine, as noted in Figure 5c. In both cases, it
can be noted that the downstream turbulence intensity, e.g. x/D = 7.5, is reasonably reduced,
leaving a cleaner condition for further rows of wind turbines.
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Figure 5: Normalised time-averaged streamwise velocity field with velocity profiles at different
streamwise locations with and without the wind turbine.

5. Conclusions
In this work, we have validated an extension of the wind farm simulator WInc3D to perform LES
of wind turbines in complex terrain by comparing results with previously published experimental
and numerical data. Combing the IBM of Gautier et al. [22] with wall modelling has proven to
be suitable for studying the interaction of the ABL with a hill, making WInc3D a good candidate
for studying wind turbines in complex terrain, and still take advantage of its excellent scalability
and high-order schemes features.

The code has been used to study the wake-to-wake interaction between two turbines
influenced by the atmospheric boundary layer and a hill. It has been found that placing a
wind turbine on top of the hill improves the performance of a downstream wind turbine; it
reduces the recirculation zone of the hill wake and accelerates the flow near the wall. A wind
turbine placed at 2.5D downstream of the hilltop is able to improve its performance by a factor
of three when compared to the case with no turbine on the hilltop. If the downstream turbine is
located at 5D from the top of the hill, there is no noticeable improvement in power production.
These findings show the importance of understanding the flow field around complex terrain
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Figure 6: Normalised time-averaged streamwise velocity field with velocity profiles at different
streamwise locations with and without the wind turbine on the hilltop.

Figure 7: Normalised time-averaged streamwise turbulence intensity with profiles at different
streamwise locations with and without the wind turbine on the hilltop.
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when deciding the layout of a wind farm. The different enhancements of power seen for the two
different locations suggest that there is an optimal downstream position where the maximum
power increment can be obtained. In future work, it is planned to do a Bayesian Optimisation to
find the streamwise location where the maximum power output from two turbines is obtained.
Other sensible parameters that might improve the performance and further exploit the improved
conditions downstream to the hilltop turbine, such as the hub height, will be included to find
the best two-turbine set-up. Additionally, the findings of the study could be further validated by
testing the optimal case with more accurate and more computationally expensive wind turbine
parametrisation. Moreover, in order to improve the turbine modeling and capture the near wake
dynamics and far wake meandering more accurately, it is suggested to consider the nacelle and
tower, as recommended in the literature. Such upgrades to the turbine modeling could also help
identify the limitations of the ADM in wind farms around complex terrain.
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[25] Wu Y T and Porté-Agel F 2011 Boundary-Layer Meteorology 138 345–366
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